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The distance between skew lines is 
.

D
b a

n
n

=
-^ h

, where a and b are position vectors of points on each line and 

n is a mutual perpendicular to both lines

The distance between a point and a line is D
a b

ax by c
2 2

1 1=
+

+ -
, where the coordinates of the point are (x1, y1) and 

the equation of the line is given by ax by c+ =

The distance between a point and a plane is 
.

D
pb n

n
=

-
, where b is the position vector of the point and the  

equation of the plane is given by . pr n =

Small angle approximations

, ,sin cos tan1 2
1 2. . .i i i i i i-  where i is small and measured in radians

Trigonometric identities

( )sin sin cos cos sinA B A B A B! !=

( )cos cos cos sin sinA B A B A B! "=

( ) ( ( ) )tan tan tan
tan tanA B A B

A B A B k1 2
1!

"
!

! ! r= +

Hyperbolic functions

cosh sinhx x 12 2- =

[ ( )]sinh lnx x x 11 2= + +-

[ ( ],)cosh lnx x x x1 11 2 $= + --

,tanh lnx
x
x x2

1
1
1 1 11 1 1=
-

+
--

J

L
KK

N

P
OO

Simple harmonic motion

( ) ( )cos sinx A t B t~ ~= +

( )sinx R t~ {= +

Statistics

Probability

( ) ( ) ( ) ( )P P P PA B A B A B, += + -

( ) ( ) ( ) ( ) ( )P P P P PA B A B BA A B+ = =     or    ( ) ( )
( )

P P
P

A B B
A B+

=
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Standard deviation

n
x x

n
x x

2 2
2-

= -
^ h/ /  or f

f x x
f
fx

x
2 2

2-
= -

^ h
/

/
/
/

Sampling distributions

For any variable X, ( )XE n= , ( )Var X n
2v

=  and X is approximately normally distributed when n is large 

enough (approximately n 252 )

If ,NX 2+ n v^ h then ,NX
n

2
+ n

v
J

L
KK

N

P
OO and 

/
( , )N

n
X

0 1+
v

n-

Unbiased estimates of the population mean and variance are given by n
x/  and n

n
n
x

n
x

1
2 2

-
-

J

L
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N

P
OO

/ /

Expectation algebra

Use the following results, including the cases where a b 1!= =  and/or c = 0 :

1. ( ) ( ) ( )aX bY c a X b Y cE E E+ + = + + ,

2. if X and Y are independent then ( ) ( ) ( )Var Var VaraX bY c a X b Y2 2+ + = + .

Discrete distributions

X is a random variable taking values xi in a discrete distribution with P X x pi i= =^ h
Expectation: ( )E x pX i in = =/
Variance: ( ) ( )Var X x p x pi i i i

2 2 22v n n= = - = -//

( )P X x= ( )E X ( )Var X

Binomial B(n, p)
( )

n
x p p1x n x- -
J

L
KK
N

P
OO np ( )np p1-

Uniform distribution over 1, 2, …, n, U(n)
n
1 n

2
1+ n12

1 12 -^ h

Geometric distribution Geo(p) ( )p p1 x 1- -

p
1

p
p1
2
-

Poisson Po(m)
!e x
xmm- m m

Continuous distributions

X is a continuous random variable with probability density function (p.d.f.) ( )f x

Expectation: ( ) ( )E fX x x xdn = = y
Variance: ( ) ( ) ( ) ( )Var f d f dX x x x x x x2 2 2 2v n n= = - = -yy
Cumulative distribution function ( ) ( ) ( )F P f dx X x t tx

#= =
3-
y
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p.d.f. ( )E X ( )Var X

Continuous uniform distribution over [a, b] b a
1
-

( )a b2
1
+ ( )b a12

1 2-

Exponential e xm m- 1
m

1
2m

Normal ,N 2n v^ h
2
1 e

x1
2

2

v r
v

n
-

-a k n v2

Percentage points of the normal distribution

If Z has a normal distribution with mean 0 and variance 1 then, for each value of p, the table gives the value of z 
such that ( )P Z z p# = .

p 0.75 0.90 0.95 0.975 0.99 0.995 0.9975 0.999 0.9995

z 0.674 1.282 1.645 1.960 2.326 2.576 2.807 3.090 3.291

Non-parametric tests

Goodness-of-fit test and contingency tables: 
( )O
E
Ei

i

i
v

2
2+ |

-/
Approximate distributions for large samples

 Wilcoxon Signed Rank test: ( ), ( ) ( )NT n n n n n1 1 2 14
1

24
1+ + + +a k

 Wilcoxon Rank Sum test (samples of sizes m and n, with m n# ) : 

  ( ), ( )NW m m n mn m n1 12
1

12
1+ + + + +a k

Correlation and regression

For a sample of n pairs of observations (xi , yi)

( )S x n
x

x xxx i
i

i
2 2

2

= = --
a k

/
/

/ , ( )S y y y n
y

yy i i
i2 2

2

= - = -
a k

/
/

/ ,

( ) ( )� � � � � � � �
� �

�� � � � �
� �= - - = -/ ///

Product moment correlation coefficient: �
� �

�

� �
�

� �
�

� � �
� �

�� ��

��

�
�

�
�

� �
� �

2

2

2

2
= =

- -

-

J

L

K
KK

J

L

K
KK

a a
N

P

O
OO

N

P

O
OO

k k
R

T

S
S
SS

V

X

W
W
WW

/

/
/

/
/

//

The regression coefficient of y on x is 
(
( )
) ( )

� �
� � �

� �

� �

��

�� �

�

�
2= =

-

-

-

/
/

Least squares regression line of y on x is � � ��= +  where � � ��= -

Spearman’s rank correlation coefficient: 
� �

�
� �

�
�

�

�
�

�
�

�

= -
-

/
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Wilcoxon signed rank test

W
+

 is the sum of the ranks corresponding to the positive differences,

W
-

 is the sum of the ranks corresponding to the negative differences,

T is the smaller of W
+

 and W
-

.

For each value of n the table gives the largest value of T which will lead to rejection of the null hypothesis at the 
level of significance indicated.

Critical values of T

Level of significance
One Tail 0.05 0.025 0.01 0.005
Two Tail 0.10 0.05 0.02 0.01

n = 6  2  0
   7  3  2  0
   8  5  3  1  0
   9  8  5  3  1
  10 10  8  5  3
  11 13 10  7  5
  12 17 13  9  7
  13 21 17 12  9
  14 25 21 15 12
  15 30 25 19 15
  16 35 29 23 19
  17 41 34 27 23
  18 47 40 32 27
  19 53 46 37 32
  20 60 52 43 37

For larger values of n, each of W
+

 and W
-

 can be approximated by the normal distribution with mean ( )n n 14
1 +  

and variance ( ) ( )n n n1 2 124
1 + + .
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Wilcoxon rank sum test

The two samples have sizes m and n, where m n# .
Rm is the sum of the ranks of the items in the sample of size m.
W is the smaller of Rm and ( )m m n R1 m+ + - .

For each pair of values of m and n, the table gives the largest value of W which will lead to rejection of the null 
hypothesis at the level of significance indicated.

Critical values of W

Level of significance
One Tail 0.05 0.025 0.01 0.05 0.025 0.01 0.05 0.025 0.01 0.05 0.025 0.01
Two Tail 0.1 0.05 0.02 0.1 0.05 0.02 0.1 0.05 0.02 0.1 0.05 0.02

n m = 3 m = 4 m = 5 m = 6
3 6 - -
4 6 - - 11 10 -
5 7 6 - 12 11 10 19 17 16
6 8 7 - 13 12 11 20 18 17 28 26 24
7 8 7 6 14 13 11 21 20 18 29 27 25
8 9 8 6 15 14 12 23 21 19 31 29 27
9 10 8 7 16 14 13 24 22 20 33 31 28
10 10 9 7 17 15 13 26 23 21 35 32 29

Level of significance
One Tail 0.05 0.025 0.01 0.05 0.025 0.01 0.05 0.025 0.01 0.05 0.025 0.01
Two Tail 0.1 0.05 0.02 0.1 0.05 0.02 0.1 0.05 0.02 0.1 0.05 0.02

n m = 7 m = 8 m = 9 m = 10
7 39 36 34
8 41 38 35 51 49 45
9 43 40 37 54 51 47 66 62 59
10 45 42 39 56 53 49 69 65 61 82 78 74

For larger values of m and n, the normal distribution with mean ( )m m n 12
1 + +  and variance ( )mn m n 112

1 + +  
should be used as an approximation to the distribution of Rm.
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Mechanics

Kinematics

Motion in a straight line Motion in two dimensions

� � ��= +  t� � �= +

s ut at2
1 2= +  t ts u a2

1 2= +

( )s u v t2
1= +  ( ) t� � �2

1= +

� � ��22 2= +  � � �2� � � � � �= +

� �� ��2
1 2= -  t t� � �2

1 2= -

Newton’s experimental law

Between two smooth spheres � � � � �1 2 1 2- =- -^ h
Between a smooth sphere with a fixed plane surface � ��=-

Motion in a circle

Tangential velocity is v ri= o

Radial acceleration is �
�2

 or r 2io  towards the centre

Tangential acceleration is v ri=o p

Centres of mass

Triangular lamina: 3
2  along median from vertex

Solid hemisphere, radius r: r8
3  from centre

Hemispherical shell, radius r: r2
1  from centre

Circular arc, radius r, angle at centre 2a: sinr
a
a  from centre

Sector of circle, radius r, angle at centre 2a: sinr
3

2
a
a  from centre

Solid cone or pyramid of height h: h4
1  above the base on the line from centre of base to vertex

Conical shell of height h: h3
1  above the base on the line from centre of base to vertex
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Discrete Mathematics

Inclusion-exclusion principle
For sets A, B and C:

� � � � � � � � � � � � � � �� � � � � � � �j j k k k k k= + + - - - +^ ^ ^ ^ ^ ^ ^ ^h h h h h h h h

The hierarchy of orders

�� � ��� � � ��� � � � �� � � � � � � �� �� �f f f f f f f ff^ ^ ^ ^ ^ ^ ^ ^h h h h h h h h

Sorting algorithms

Bubble sort:

 Start at the left hand end of the list unless specified otherwise.

 Compare the first and second values and swap if necessary. Then compare the (new) second value with the 
third value and swap if necessary. Continue in this way until all values have been considered.

 Fix the last value then repeat with the reduced list until either there is a pass in which no swaps occur or the 
list is reduced to length 1, then stop.

Shuttle sort:

 Start at the left hand end of the list unless specified otherwise.

 Compare the second value with the first and swap if necessary, this completes the first pass. Next compare 
the third value with the second and swap if necessary, if a swap happened shuttle back to compare the (new) 
second with the first as in the first pass, this completes the second pass.

 Next compare the fourth value with the third and swap if necessary, if a swap happened shuttle back to 
compare the (new) third value with the second as in the second pass (so if a swap happens shuttle back 
again). Continue in this way for n 1-  passes, where n is the length of the list.

Quick sort:

 The first value in any sublist will be the pivot, unless specified otherwise.

 Working from left to right, write down each value that is smaller than the pivot, then the pivot, then work 
along the list and write down each value that is not smaller than the pivot. This produces two sublists (one of 
which may be empty) with the pivot between them and completes the pass.

 Next apply this procedure to each of the sublists from the previous pass, unless they consist of a single entry, 
to produce further sublists. Continue in this way until no sublist has more than one entry.
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Network algorithms

Dijkstra’s algorithm

 START with a graph G. At each vertex draw a box, the lower area for temporary labels, the upper left hand 
area for the order of becoming permanent and the upper right hand area for the permanent label.

 STEP 1 Make the given start vertex permanent by giving it permanent label 0 and order label 1.

 STEP 2 For each vertex that is not permanent and is connected by an arc to the vertex that has just been 
made permanent (with permanent label = P), add the arc weight to P. If this is smaller than the 
best temporary label at the vertex, write this value as the new best temporary label.

 STEP 3 Choose the vertex that is not yet permanent which has the smallest best temporary label. If there 
is more than one such vertex, choose any one of them. Make this vertex permanent and assign it 
the next order label.

 STEP 4 If every vertex is now permanent, or if the target vertex is permanent, use ‘trace back’ to find the 
routes or route, then STOP; otherwise return to STEP 2.

Prim’s algorithm (graphical version)

 START with an arbitrary vertex of G.

 STEP 1 Add an edge of minimum weight joining a vertex already included to a vertex not already 
included.

 STEP 2 If a spanning tree is obtained STOP; otherwise return to STEP 1.

Prim’s algorithm (tabular version)

 START with a table (or matrix) of weights for a connected weighted graph.

 STEP 1 Cross through the entries in an arbitrary row, and mark the corresponding column.

 STEP 2 Choose a minimum entry from the uncircled entries in the marked column(s).

 STEP 3 If no such entry exists STOP; otherwise go to STEP 4.

 STEP 4 Circle the weight wij found in STEP 2; mark column i; cross through row i.

 STEP 5 Return to STEP 2.

Kruskal’s algorithm

 START with all the vertices of G, but no edges; list the edges in increasing order of weight.

 STEP 1 Add an edge of G of minimum weight in such a way that no cycles are created.

 STEP 2 If a spanning tree is obtained STOP; otherwise return to STEP 1.
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Nearest neighbour method

 START at a given vertex of G.

 STEP 1 Find the least weight arc from this vertex to a vertex that has not already been included (or back 
to the start vertex if every vertex has been included).

 STEP 2 If no such arc exists then the method has stalled STOP; otherwise add this arc to the path.

 STEP 3 If a cycle has been found STOP; otherwise return to STEP 1.

Lower bound for travelling salesperson problem

 START with all vertices and arcs of G.

 STEP 1 Remove a given vertex and all arcs that are directly connected to that vertex, find a minimum 
spanning tree for the resulting reduced network.

 STEP 2 Add the weight of this minimum connector to the sum of the two least weight arcs that had been 
deleted. This gives a lower bound.

Route inspection problem

 START with a list of the odd degree vertices.

 STEP 1 For each pair of odd nodes, find the connecting path of least weight.

 STEP 2 Group the odd nodes so that the sum of weights of the connecting paths is minimised.

 STEP 3 Add this sum to the total weight of the graph STOP.

The simplex algorithm

 START with a tableau in standard format.

 STEP 1 Choose a column with a negative entry in the objective row (or zero in degenerate cases).

 STEP 2 The pivot row is the one for which non-negative value of the entry in the final column divided by 
the positive value of the entry in the pivot column is minimised. The pivot element is the entry of 
the pivot row in the chosen column.

 STEP 3 Divide all entries in the pivot row by the value of the pivot element.

 STEP 4 Add to, or subtract from, all other old rows a multiple of the new pivot row, so that the pivot 
column ends up consisting of zeroes and a single one, and corresponds to the new basic variable.

 STEP 5 If the objective row has no negative entries STOP; otherwise return to STEP 1.
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Additional Pure Mathematics

Vector product

sina b a b n# i= t , where a, b, nt , in that order, form a right-handed triple.

Surfaces

For 3-D surfaces given in the form ( , )fz x y= , the Hessian Matrix is given by H
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At a stationary point of the surface:

1. if H 02  and f 0xx 2 , there is a (local) minimum;

2. if H 02  and f 0xx 1 , there is a (local) maximum;

3. if H 01  there is a saddle-point;

4. if H 0=  then the nature of the stationary point cannot be determined by this test.

The equation of a tangent plane to the curve at a given point ( , , ) , , ( , )fx y z a b a b= ^ h is 

( , ) ( ) ( , ) ( ) ( , )f f fz a b x a a b y b a bx y= + - + - .

Calculus

Arc length 
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